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Abstract

We present a computation-centric theory of memory models. Unlike traditional processor-centric models, computation-centric models focus on the logical dependencies among instructions rather than the processor that happens to execute them. This theory allows us to define what a memory model is, and to investigate abstract properties of memory models. In particular, we focus on constructibility, which is a necessary property of those models that can be implemented exactly by an online algorithm. For a nonconstructible model, we show that there is a natural way to define the constructible version of that model. We explore the implications of constructibility in the context of dag-consistent memory models, which do not require that memory locations be serialized. The strongest dag-consistent model, called NN-dag consistency, is not constructible. However, its constructible version is equivalent to a model that we call location consistency, in which each location is serialized independently.

1 Introduction

A memory model specifies the values that may be returned by the memory of a computer system in response to instructions issued by a program. In this paper, we develop a computation-centric theory of memory models in which we can reason about memory models abstractly. We define formally what a memory model is, and we investigate the implications of constructibility, an abstract property which is necessary for a model to be maintainable exactly by an online algorithm. The computation-centric theory is based on the two concepts of a computation and an observer function.

Most existing memory models [DSB86, AH90, Goo89, GLL+90, KCZ92, BZS93, ISL96] are expressed in terms of processors acting on memory. We call these memory models processor-centric; the memory model specifies what happens when a processor performs some action on memory. In contrast, the philosophy of this paper is to separate the logical dependencies among instructions (the computation) from the way instructions are mapped to processors (the schedule). For example, in a multithreaded program, the programmer specifies several execution threads and certain dependencies among the threads, and expects the behavior of the program to be specified independently of which processor happens to execute a particular thread. Computation-centric memory models focus on the computation alone, and not on the schedule. While the processor-centric description has the advantage of modeling real hardware closely, our approach allows us to define formal properties of memory models that are independent of any implementation.

A computation is an abstraction of a parallel instruction stream. The computation specifies machine instructions and dependencies among them. A computation does not model a parallel program, but rather the way a program unfolds in a particular execution. (A program may unfold in different ways because of input values and nondeterministic or random choices.) We model the result of this unfolding process by a directed acyclic graph whose nodes represent instances of instructions in the execution. For example, a computation could be generated using a multithreaded language with fork/join parallelism (such as Cilk [BJK+95]). Computations are by no means limited to modeling multithreaded programs, however. In this paper, we assume that the computation is given, and defer the important problem of determining which computations a given program generates. We can view computations as providing a means for post mortem analysis, to verify whether a system meets a specification by checking its behavior after it has finished executing.

To specify memory semantics, we use the notion of an ob-
server function for a computation. Informally, for each node of the computation (i.e., an instance of an instruction) that reads a value from the memory, the observer function specifies the node that wrote the value that the read operation receives. Computation-centric memory models are defined by specifying a set of valid observer functions for each computation. A memory implements a memory model if, for every computation, it always generates an observer function belonging to the model.

Within the computation-centric theory, we define a property we call constructibility. Informally, a nonconstructible memory model cannot be implemented exactly by an online algorithm; any online implementation of a nonconstructible memory must maintain a strictly stronger constructible model. We find constructibility interesting because it makes little sense to adopt a memory model if any implementation of it must maintain a stronger model. One important result of this paper is that such a stronger model is completely formal, and thus we can make rigorous proofs of the correctness of a memory. Third, our approach allows us to generalize familiar memory models, such as sequential consistency. The strongest variant of dag consistency (called NN-dag consistency) is not constructible, and is strictly weaker than location consistency. Its constructible version, however, turns out to be the same model as location consistency.

We believe that the advantages of the computation-centric framework transcend the particular results mentioned so far. First, we believe that reasoning about computations is easier than reasoning about processors. Second, the framework is completely formal, and thus we can make rigorous proofs of the correctness of a memory. Third, our approach allows us to generalize familiar memory models, such as sequential consistency. Most of the simplicity of our theory comes from ignoring the fundamental issue of how programs generate computations. This simplification does not come without cost, however. The computation generated by a program may depend on the values received from the memory, which in turn depend on the computation. It remains important to account for this circularity within a unified theory. We believe, however, that the problem of memory semantics alone is sufficiently difficult that it is better to isolate it initially.

The rest of this paper is organized as follows. In Section 2, we present the basic computation-centric theory axiomatically. In Section 3, we define constructibility, prove the uniqueness of the constructible version, and establish necessary and sufficient conditions for constructibility to hold. In Section 4, we discuss models based on a topological sort, and give computation-centric definitions of sequential consistency [Lam79] and location consistency. In Section 5, we define the class of dag-consistent memory models and investigate the relations among them. In Section 6, we prove that location consistency is the constructible version of NN-dag consistency. Finally, we situate our work in the context of related research in Section 7.

## 2 Computation-centric memory models

In this section, we define the basic concepts of the computation-centric theory of memory models. The main definitions are those of a computation (Definition 1), an observer function (Definition 2), and a memory model (Definition 3). We also define two straightforward properties of memory models called completeness and monotonicity.

We start with a formal definition of memory. A memory is characterized by a set $\mathcal{L}$ of locations, a set $\mathcal{O}$ of abstract instructions (such as read and write), and a set of values that can be stored at each location. In the rest of the paper, we abstract away the actual data, and consider a memory to be characterized by $\mathcal{L}$ and $\mathcal{O}$, using values only for concrete examples.

For a set $\mathcal{O}$ of abstract instructions, we formally define a computation as follows.

**Definition 1** A computation $C = (G, \text{op})$ is a pair of a finite directed acyclic graph (dag) $G = (V, E)$ and a function $\text{op} : V \mapsto \mathcal{O}$.

For a computation $C$, we use $G_C$, $V_C$, $E_C$ and $\text{op}_C$ to indicate its various components. The smallest computation is the empty computation $\varepsilon$, which has an empty dag. Intuitively, each node $u \in V$ represents an instance of the instruction $\text{op}(u)$, and each edge indicates a dependency between its endpoints.

The way a computation is generated from an actual execution depends on the language used to write the program. For example, consider a program written in a language with fork/join parallelism. The execution of the program can be viewed as a set of operations on memory that obey the dependencies imposed by the fork/join constructs. Although
the issues of how the computation is expressed and scheduled are extremely important, they are outside the scope of this paper. The reader is referred to [Blu95, Joe96] for one way to deal with these issues. In this paper, we consider the computation as fixed and given a priori.

In this paper, we consider only read-write memories. We denote reads and writes to location \( l \) by \( R(l) \) and \( W(l) \) respectively. For the rest of the paper, the set of instructions is assumed to be \( \mathcal{O} = \{ R(l) : l \in \mathcal{L} \} \cup \{ W(l) : l \in \mathcal{L} \} \cup \{ N \} \), where \( N \) denotes any instruction that does not access the memory (a "no-op").

We now define some terminology for dags and computations. If there is a path from node \( u \) to node \( v \) in the dag \( G \), we say that \( u \) precedes \( v \) in \( G \), and we write \( u \prec_G v \). We may omit the dag and write \( u \prec v \) when it is clear from context.

We often need to indicate strict precedence, in which case we write \( u \prec_T v \). A relaxation of a dag \( G = (V, E) \) is any dag \( (V', E') \) such that \( E' \subseteq E \). A prefix of \( G \) is any subgraph \( G' = (V', E') \) of \( G \) such that if \( (u, v) \in E \) and \( v \in V' \), then \( u \in V' \) and \( (u, v) \in E' \).

A topological sort \( T \) of \( G = (V, E) \) is a total order on \( V \) consistent with the precedence relation, i.e., \( u \prec_T v \) implies that \( u \) precedes \( v \) in \( T \). The precedence relation of the topological sort is denoted with \( u \prec_T v \). We represent topological sorts as sequences, and denote by \( TS(G) \) the set of all topological sorts of a dag \( G \). Note that for any \( V' \subseteq V \), if \( G' = (V', E') \) is the subgraph of \( G \) induced by \( V' \) and \( G'' = (V, E' \subseteq E) \) is the subgraph induced by \( V - V' \), and \( T' \) and \( T'' \) are topological sorts of \( G' \) and \( G'' \) respectively, then the concatenation of \( T' \) and \( T'' \) is a topological sort of \( G \) if and only if for all \( u \in V' \) and \( v \in V - V' \), we have \( v \prec_T u \).

For a computation \( C = (G, op) \), if \( G' \) is a subgraph of \( G \) and \( op' \) is the restriction of \( op \) to \( G' \), then \( C' = (G', op') \) is a subcomputation of \( C \). We also call \( op' \) the restriction of \( op \) to \( C' \), and denote it by \( op|_{C'} \), i.e., \( op|_{C'}(u) = op(u) \) for all \( u \in V_{C'} \). We abuse notation by using the same terminology for computations as for dags. For example, \( C' \) is a prefix of \( C \) if \( G_{C'} \) is a prefix of \( G_C \) and \( op_{C'} = op_{C'}|_{C'} \). Similarly, \( TS(C) = TS(G_C) \). In addition, \( C \) is an extension of \( C' \) by \( o \in O \) if \( C' \) is a prefix of \( C \), \( V_{C'} = V_C \cup \{ u \} \) for some \( u \notin V_{C'} \) and \( op_{C'}(u) = o \). Note that if \( C' \) is a prefix of \( C \) with \( |V_{C'}| = |V_{C}| + 1 \) then \( C \) is an extension of \( C' \) by \( op_{C'}(u) \), where \( u \in V_{C} \setminus V_{C'} \).

We imagine a computation as being executed in some way by one or more processors, subject to the dependency constraints specified by the dag, and we want to define precisely the semantics of the read and write operations. For this purpose, rather than specifying the meaning of read and write operations directly, we introduce a technical device called an observer function. For every node \( u \) in the computation and for every location \( l \), the value of the observer function \( v = \Phi(l, u) \) is another node that writes to \( l \). The idea is that \( u \) "observes" the write performed by \( v \), so that if \( u \) reads \( l \), it receives the value written by \( v \). The observer function can assume the special value \( \bot \), indicating that no write has been observed, in which case a read operation receives an undefined value. Note that \( \bot \) is not a value stored at a location, but an element of the range of the observer function similar to a node of the computation. For notational convenience, we extend the precedence relation so that \( \bot \prec u \) for every node \( u \) of any computation, and we also include \( \bot \) as a node in the domain of observer functions.

**Definition 2** An observer function for a computation \( C \) is a function \( \Phi : \mathcal{L} \times V_C \cup \{ \bot \} \rightarrow V_C \cup \{ \bot \} \) satisfying the following properties for all \( l \in \mathcal{L} \) and \( u \in V_C \cup \{ \bot \} \):

1. If \( \Phi(l, u) = v \neq \bot \) then \( op_C(v) = W(l) \).
2. \( u \neq \Phi(l,u) \).
3. If \( u \neq \bot \) and \( op_C(u) = W(l) \) then \( \Phi(l,u) = u \).

Informally, every observed node must be a write (part 2.1), and a node cannot precede the node it observes (part 2.2). Furthermore, every write must observe itself (part 2.3). Note that Condition 2.2 implies \( \Phi(l, \bot) = \bot \) for all \( l \in \mathcal{L} \). The empty computation has a unique observer function, which we denote by \( \Phi_\epsilon \).

The observer function allows us to abstract away from memory values, and to give memory semantics even to nodes that do not perform memory operations. In other words, our formalism may distinguish two observer functions that produce the same execution. We choose this formalism because it allows a computation node to denote some form of synchronization, which affects the memory semantics even if the node does not access the memory.

A memory model \( \Delta \) is a set of pairs of computations and observer functions, including the empty computation and its observer function,\(^2\) stated formally by the next definition.

**Definition 3** A memory model \( \Delta \) is such that
\[ \{(e, \Phi_e)\} \subseteq \Delta \subseteq \{(C, \Phi) : \Phi \text{ is an observer function for } C\} \]

The next definition is used to compare memory models.

**Definition 4** A model \( \Delta \) is stronger than a model \( \Delta' \) if \( \Delta \subseteq \Delta' \). We also say that \( \Delta' \) is weaker than \( \Delta \).

Notice that the subset, not the superset, is said to be stronger, because the subset allows fewer memory behaviors.

A memory model may provide an observer function only for some computations. It is natural to restrict ourselves to those models that define at least one observer function for each computation. We call such models complete. Formally, a memory model \( \Delta \) is complete if, for every computation \( C \), there exists an observer function \( \Phi \) such that \( (C, \Phi) \in \Delta \).

From the definitions of weaker and complete, it follows that any model weaker than some complete model is also

\(^2\)This is a technical requirement to simplify boundary cases.
complete. Formally, if $\Delta$ is complete and $\Delta' \supseteq \Delta$, then $\Delta'$ is also complete.

Another natural property for memory models to satisfy is that relaxations of a computation should not invalidate observer functions for the original computation. We call this property monotonicity.

**Definition 5** A memory model $\Delta$ is monotonic if for all $(C', \Phi) \in \Delta$, we also have $(C', \Phi) \in \Delta$, for all relaxations $C'$ of $C$.

Monotonicity is a technical property that simplifies certain proofs (for example, see Theorem 12), and we regard it as a natural requirement for any “reasonable” memory model.

### 3 Constructibility

In this section, we define a key property of memory models that we call constructibility. Constructibility says that if we have a computation and an observer function in some model, it is always possible to extend the observer function to a “bigger” computation. Not all memory models are constructible. However, there is a natural way to define a unique constructible version of a nonconstructible memory model. At the end of the section, we give a necessary and sufficient condition for the constructibility of monotonic memory models.

The motivation behind constructibility is the following. Suppose that, instead of being given completely at the beginning of an execution, a computation is revealed one node at a time by an adversary. Suppose also that there is an algorithm that maintains a given memory model online. Intuitively, the algorithm constructs an observer function as the computation is revealed. Suppose there is some observer function for the part of the computation revealed so far, but when the adversary reveals the next node, there is no way to assign a value to it that satisfies the memory model. In this case, the consistency algorithm is “stuck.” It should have chosen a different observer function in the past, but that would have required some knowledge of the future. Constructibility says that this situation cannot happen: if $\Phi$ is a valid observer function in a constructible model, then there is always a way to extend $\Phi$ to a “bigger” computation as it is revealed.

**Definition 6** A memory model $\Delta$ is constructible if the following property holds: for all computations $C'$ and for all prefixes $C$ of $C'$, if $(C, \Phi) \in \Delta$ then there exists an observer function $\Phi'$ for $C'$ such that $(C', \Phi') \in \Delta$ and the restriction of $\Phi'$ to $C$ is $\Phi$, i.e., $\Phi'|_C = \Phi$.

Completeness follows immediately from constructibility, since the empty computation is a prefix of all computations and, together with its unique observer function, belongs to every memory model.

Not all memory models are constructible; we shall discuss some nonconstructible memory models in Section 5. However, a nonconstructible model $\Delta$ can be strengthened in an essentially unique way until it becomes constructible. More precisely, the set of constructible models stronger than $\Delta$ contains a unique weakest element $\Delta^*$, which we call the constructible version of $\Delta$. To prove this statement, we first prove that the union of constructible models is constructible.

**Lemma 7** Let $S$ be a (possibly infinite) set of constructible memory models. Then $\bigcup_{\Delta \in S} \Delta$ is constructible.

**Proof:** Let $C'$ be a computation and $C'$ be a prefix of $C'$. We must prove that, if $(C, \Phi) \in \bigcup_{\Delta \in S} \Delta$, then an extension $\Phi'$ of the observer function $\Phi$ exists such that $(C', \Phi') \in \bigcup_{\Delta \in S} \Delta$.

Since $\Delta$ is constructible, there exists an observer function $\Phi'$ for $C'$ such that $(C', \Phi') \in \Delta$ and $\Phi'|_C = \Phi'$. Thus, $(C', \Phi') \in \bigcup_{\Delta \in S} \Delta$, as required.

We now define the constructible version of a model $\Delta$, and prove that it is the weakest constructible model stronger than $\Delta$.

**Definition 8** The constructible version $\Delta^*$ of a memory model $\Delta$ is the union of all constructible models stronger than $\Delta$.

**Theorem 9** For any memory model $\Delta$.

9.1. $\Delta^* \subseteq \Delta$;

9.2. $\Delta^*$ is constructible;

9.3. for any constructible model $\Delta'$ such that $\Delta' \subseteq \Delta$, we have $\Delta' \subseteq \Delta^*$.

**Proof:** $\Delta^*$ satisfies Conditions 9.1 and 9.3 by construction, and Condition 9.2 because of Lemma 7.

In two theorems, we establish conditions that guarantee constructibility. Theorem 10 gives a sufficient condition for the constructibility of general memory models. For monotonic memory models, the condition is simpler (Theorem 12).

**Theorem 10** A memory model $\Delta$ is constructible if for any $(C, \Phi) \in \Delta$, $\forall \in \mathcal{O}$, and extension $C'$ of $C$ by $\forall$, there exists an observer function $\Phi'$ for $C'$ such that $(C', \Phi') \in \Delta$ and $\Phi = \Phi'|_C$. 

---

3This is the case with multithreaded languages, such as Cilk [Bli95, Joe96].
Theorem 12: We must prove that if $C$ is a prefix of $C'$ and $(C, \Phi) \in \Delta$, then there exists an observer function $\Phi'$ for $C'$ such that $(C', \Phi') \in \Delta$ and $\Phi'|_C = \Phi$.

Since $C$ is a prefix of $C'$, there exists a sequence of computations $C_0, C_1, \ldots, C_k$ such that $C_0 = C$, $C_k = C'$, and $C_i$ is an extension of $C_{i-1}$ by some $o_i \in O$ for all $i = 1, \ldots, k$, where $k = |V_{C'}| - |V_C|$.

The proof of the theorem is by induction on $k$. The base case $k = 0$ is trivial since $C' = C$. Now, suppose inductively that there exists $\Phi_{k-1}$ such that $(C_{k-1}, \Phi_{k-1}) \in \Delta$. Since $C'$ is an extension of $C_{k-1}$ by $o_k$, the theorem hypothesis implies that an observer function $\Phi'$ exists such that $(C', \Phi') \in \Delta$, as required to complete the inductive step.

For monotonic memory models, we do not need to check every extension of a computation to prove constructibility, but rather only a small class of them, which we call the augmented computations. An augmented computation is an extension by one "new" node, where the "new" node is a successor of all "old" nodes.

Definition 11: Let $C$ be a computation and $o \in O$ be any operation. The augmented computation of $C$ by $o$, denoted $\text{aug}_o(C)$, is the computation $C'$ such that
\[
\begin{align*}
V_{C'} &= V_C \cup \{\text{final}(C)\} \\
E_{C'} &= E_C \cup \{(v, \text{final}(C)) : v \in V_C\} \\
op_{C'}(v) &= \begin{cases} 
op_o(v) & \text{for } v \in V_C \\ o & \text{for } v = \text{final}(C) \end{cases}
\end{align*}
\]
where $\text{final}(C) \notin V_C$ is a new node.

The final theorem of this section states that if a monotonic memory model can extend the observer function for any computation to its augmented computations, then the memory model is constructible.

Theorem 12: A monotonic memory model $\Delta$ is constructible if and only if for all $(C, \Phi) \in \Delta$ and $o \in O$, there exists an observer function $\Phi'$ such that $(\text{aug}_o(C), \Phi') \in \Delta$ and $\Phi'|_C = \Phi$.

Proof: The "\Rightarrow" part is obvious, since $C$ is a prefix of $\text{aug}_o(C)$.

For the "\Leftarrow" direction, suppose $(C, \Phi) \in \Delta$ and $o \in O$. By hypothesis, there exists $\Phi'$ such that $(\text{aug}_o(C), \Phi') \in \Delta$. For any extension $C'$ of $C$ by $o$, note that $C'$ is a relaxation of $\text{aug}_o(C)$. Since $\Delta$ is monotonic, we also have $(C', \Phi') \in \Delta$.

Thus, by Theorem 10, $\Delta$ is constructible.

One interpretation of Theorem 12 is the following. Consider an execution of a computation. At any point in time some prefix of the computation will have been executed. If at all times it is possible to define a "final" state of the memory (given by the observer function on the final node of the augmented computation) then the memory model is constructible.

4 Models based on topological sorts

In this section, we define two well known memory models in terms of topological sorts of a computation. The first model is sequential consistency [Lam79]. The second model is sometimes called coherence in the literature [GS95, HP96]; we call it location consistency. Both models are complete, monotonic and constructible. Because we define these models using computations, our definitions generalize traditional processor-centric ones without requiring explicit synchronization operations.

It is convenient to state both definitions in terms of the "last writer preceding a given node", which is well defined if we superimpose a total order on a computation, producing a topological sort.

Definition 13: Let $C$ be a computation, and $T \in TS(C)$ be a topological sort of $C$. The last writer function according to $T$ is $W_T : \mathcal{L} \times V_C \cup \{\bot\} \mapsto V_C \cup \{\bot\}$ such that for all $l \in \mathcal{L}$ and $u \in V_C \cup \{\bot\}$:

1.1. If $W_T(l, u) = v \neq \bot$ then $\nop_C(v) = W(l).
1.2. $W_T(l, u) \preceq_T u.
1.3. $W_T(l, u) \prec_T v \preceq_T u \implies \nop_C(v) \neq W(l)$ for all $v \in V_C$.

We state without proof two straightforward facts about last writer functions. The first states that Definition 13 is well defined. The second states that if $w$ is the last writer preceding a node $u$, then it is also the last writer preceding any node between $w$ and $u$.

Theorem 14: For any topological sort $T$, there exists a unique last writer function according to $T$.

Proof: Omitted.

Theorem 15: For any computation $C$, if $W_T$ is the last writer function according to $T$ for some $T \in TS(C)$ then for all $u, v \in V_C$ and $l \in \mathcal{L}$ such that $W_T(l, u) \prec_T v \preceq_T u$, we have $W_T(l, v) = W_T(l, u)$.

Proof: Omitted.

We use the last writer function for defining memory models, which is possible because the the last writer function is an observer function, as stated in the next theorem.

Theorem 16: Let $C$ be a computation, and $T \in TS(C)$ be a topological sort of $C$. The last writer function $W_T$ is an observer function for $C$. 

5
Location consistency
Definition 18: Location consistency is the memory model

\[ \text{LC} = \{(C, \Phi) : \forall l \exists T \in \mathcal{T}(C) \forall u, \Phi(l, u) = W_T(l, u)\} \]

Location consistency requires that all writes to the same location behave as if they were serialized. This need not be the case in the actual implementation. For example, the BACKER algorithm from [BFJ+96b, BFJ+96a] maintains location consistency, even though it may keep several incoherent copies of the same location. In Section 6, we prove that location consistency is the constructible version of a model we call NN-dag consistency.

It follows immediately from the definitions that SC is stronger than LC. In fact, this relation is strict as long as there is more than one location.

Both SC and LC are complete memory models, because an observer function can be constructed for any computation by sorting the dag and using the last writer function. We now prove that they are also monotonic and constructible.

Theorem 19: SC and LC are monotonic and constructible memory models.

Proof: The monotonicity of both follows immediately from the definition since \( \mathcal{T}(C) \subseteq \mathcal{T}(C') \) for all relaxations \( C' \) of \( C \).

For constructibility, we give only the proof for SC; the proof for LC is similar. Since SC is monotonic, we only need to prove that it is possible to extend any observer function for a computation to its augmented computation, and then apply Theorem 12.

If \((C, \Phi) \in \text{SC}\) then, by definition of SC, \( \Phi = W_T \) for some topological sort \( T \in \mathcal{T}(C) \). For each \( o \in \mathcal{O} \), consider the augmented computation \( \text{aug}_o(C) \), and let \( T' \) be the following total order of the nodes of \( \text{aug}_o(C) \): all the nodes of \( C \) in \( T \) order, followed by \( \text{final}(C) \). It is immediate that \( T' \) is a topological sort of \( \text{aug}_o(C) \). Thus, \( W_{T'} \) is a valid SC observer function for \( \text{aug}_o(C) \), and \( W_{T'} | C = W_T = \Phi \). The conclusion follows by application of Theorem 12.

5 Dag-consistent memory models

In this section, we consider the class of dag-consistent memory models, which are not based on topological sorts of the computation. Rather, dag-consistent models impose conditions on the value that the observer function can assume on paths in the computation. We focus on four “interesting” dag-consistent memory models, and investigate their mutual relations.

In the dag-consistent models the observer function obeys a restriction of the following form: If a node lies on a path between two other nodes, and the observer function assumes the value \( x \) at the two end nodes, and the three nodes satisfy certain additional conditions, then the observer function also assumes the value \( x \) at the middle node. The various dag consistency models differ in the additional conditions they impose on the nodes.

Definition 20: Let \( Q \) be a predicate on \( \mathcal{L} \times V \times V \times V \), where \( V \) is the set of all nodes of a computation. The \( Q \)-dag consistency memory model is the set of all pairs \((C, \Phi)\) such that \( \Phi \) is an observer function for \( C \) and the following condition holds:

\[\begin{align*}
20.1. \text{For all locations} l & \in \mathcal{L} \text{ and nodes} u, v, w \in V_C \cup \{\bot\} \\
& \text{such that} u \prec v \prec w \text{ and } Q(l, u, v, w), \text{ we have} \\
& \Phi(l, u) = \Phi(l, w) \implies \Phi(l, v) = \Phi(l, u).
\end{align*}\]

Definition 20 is a generalization of the two definitions of dag consistency that the Cilk group of MIT (including one of the authors of the present paper) proposed in the past [BFJ+96b, BFJ+96a]. Varying the predicate \( Q \) in Condition 20.1 yields different memory models. Note that strengthening \( Q \) weakens the memory model.

In the rest of the paper, we consider four specific predicates, NN, NW, WN and WW, and the dag consistency models they define. These predicates do not depend on \( w \), but only on whether \( u \) and \( v \) write to \( l \). The rationale behind the names is that “W” stands for “write”, and “N” stands for
Theorem 21 NN ⊆ Q-dag consistency for any predicate Q.

Proof: The proof is immediate from the definition: an observer function satisfying Condition 20.1 with \( Q(l, u, v, w) = \text{true} \) will satisfy Condition 20.1 for any other predicate Q.

The rest of the paper is mostly concerned with the proof of the relations shown in Figure 1. We have already observed in Section 4 that SC is strictly stronger than LC. In the rest of this section, we give informal proofs of the relations among the dag-consistent models. Proving relations between the dag-consistent models and the models based on topological sorts, however, is more involved, and we postpone the proof that LC ⊆ NN and that LC = NN* until Section 6.

That NN ⊆ NW ⊆ WW follows immediately from the definitions of these models. To see that these inclusions are strict and that WN ⊆ NW and WW ⊆ NW or WN, consider the computation/observer function pairs shown in Figures 2 and 3. These examples illustrate operations on a single memory location, which is implicit. It is easy to verify that the first pair is in WW and NW but not WN or NN. The second is in WW and WN but not NW or NN. The conventions used in this figure are explained in Figure 2.

Figure 2: An example of a computation/observer function pair in WW and WN but not WN or NN. The computation has four nodes, A, B, C and D (the name of the node is shown inside the node). The memory consists of a single location, which is implicit. Every node performs a read or a write operation on the location, and this is indicated above the node. For example, W0 means that the node writes a 0 to the location, and R1 means that it reads a 1. The value of the observer function is displayed below each node. For example, the value of the function for node C is A, which accounts for the fact that node C reads the value written by node A.

Figure 3: An example of a computation/observer function pair in WW and WN but not WN or NN. The conventions used in this figure are explained in Figure 2.

We use NN as a shorthand for NN-dag consistency, and similarly for WN, NW and WW.

Figure 1: The relations among (some) dag-consistent models. A straight line indicates that the model at the lower end of the line is strictly weaker than the model at the upper end. For example, LC is strictly weaker than SC. It is known that LC ⊆ WN* and that LC ⊆ NW*, but we do not know whether these inclusions are strict. This situation is indicated with a dashed line.

“do not care”. For example, WN means that the first node is a write and we do not care about the second. Formally,

\[
\begin{align*}
\text{NN}(l, u, v, w) &= \text{true} \\
\text{NW}(l, u, v, w) &= \text{op}_c(v) = W(l) \\
\text{WN}(l, u, v, w) &= \text{op}_c(u) = W(l) \\
\text{WW}(l, u, v, w) &= \text{WN}(l, u, v, w) \land \text{WN}(l, u, v, w)
\end{align*}
\]

The relations among NN, WN, NW, WW, LC and SC are shown in Figure 1. WW is the original dag consistency model defined in [BFJ+ 96b, Joe96]. WN is the model called dag consistency in [BFJ+ 96a], strengthened to avoid anomalies such as the one illustrated in Figure 2. NN is the strongest dag-consistent memory model (as proven in Theorem 21 below). Symmetry suggests that we also consider NW.

NN(l, u, v, w) = \text{false}
NW(l, u, v, w) = \text{op}_c(v) = W(l)
WN(l, u, v, w) = \text{op}_c(u) = W(l)
WW(l, u, v, w) = \text{WN}(l, u, v, w) \land \text{WN}(l, u, v, w)

We use NN as a shorthand for NN-dag consistency, and similarly for WN, NW and WW.

To see that NN is not constructible, let \( C' \) be the computation in Figure 4, and \( (C, \Phi) \) be the computation/observer function pair to the left of the dashed line. It is easy to verify that \( C' \) is a prefix of \( C' \) and that \( (C, \Phi) \in \text{NN} \). However, unless \( F \) writes to the memory location, there is no way to extend \( \Phi \) to \( C' \) without violating NN-dag consistency. Formally, there is no \( \Phi' \) such that \( (C', \Phi') \in \text{NN} \) and \( \Phi'|_C = \Phi \).

\( \Phi' \)
which implies that NN is not constructible. As Figure 1 shows, among the four models only WW is constructible. A full discussion of these models (including a criticism of WW) can be found in [Fri98]. At this stage of our research, little is known about WN and WN*, which would be alternative ways of defining dag consistency.

6 Dag consistency and location consistency

In this section, we investigate the relation between NN-dag consistency and location consistency. We show that location consistency is strictly stronger than any dag-consistent model, and moreover, that it is the constructible version of NN-dag consistency, i.e., LC = NN*.

We begin by proving that LC is strictly stronger than NN, which implies that NN* is no stronger than LC, since LC is constructible.

Theorem 22 LC ⊆ NN.

Proof: We first prove that LC ⊆ NN. Let (C, Φ) ∈ LC. We want to prove that (C, Φ) ∈ NN. For each location l, we argue as follows: By the definition of LC, there exists T ∈ TS(C) such that \( W_T(l, u) = \Phi(l, u) \) for all \( u \in V \).

Suppose that \( u \prec v \prec w \) and \( \Phi(l, u) = \Phi(l, w) \). Then \( W_T(l, w) = W_T(l, u) \prec_T u \prec_T v \prec_T w \). So by Theorem 15, \( W_T(l, v) = W_T(l, u) \). Thus \( \Phi(l, v) = \Phi(l, u) \) as required.

To complete the proof, we only need to note that LC ≠ NN since LC is constructible and NN is not.

From Theorems 21 and 22, it immediately follows that LC is strictly stronger than any dag-consistent memory model. And since LC is complete, it follows from that all dag-consistent models are complete.

Finally, we prove that the constructible version of NN-dag consistency is exactly location consistency.

Theorem 23 LC = NN*.

Proof: We first prove that NN* ⊆ LC, and then that NN* ⊆ LC. By Theorem 22, LC ⊆ NN, and by Theorem 19, LC is constructible. Therefore, by Condition 9.3, we have that NN* ⊆ LC. That NN* ⊆ LC is implied by the claim that follows.

Claim: For any nonnegative integer k, suppose \((C, \Phi) \in NN^* \) and \(|V_C| = k\). Then for each \( l \in L \), there exists \( T \in TS(C) \) such that \( \Phi(l, u) = W_T(l, u) \) for all \( u \in V_C \).

Proof of claim: The proof is by strong induction on k. The claim is trivially true if \( k = 0 \), since \( C = \epsilon \) and \( \Phi = \Phi_\epsilon \) in this case.

If \( k > 0 \), assume inductively that the claim is true for all computations with fewer than \( k \) nodes. We prove it is true for \( C \). Since NN* is constructible, Theorem 12 implies that there exists \( \Phi' \) such that \( (aug_{\epsilon_k}(C), \Phi') \in NN^* \) and \( \Phi'|_\epsilon = \Phi \). There are two cases: either \( \Phi'(l, \text{final}(C)) = \bot \) or not.

If \( \Phi'(l, \text{final}(C)) = \bot \), then by the definition of NN, \( \Phi(l, u) = \bot \) for all \( u \in V_C \). Since \( u \prec v \prec w \), \( u \prec v \prec w \). Thus, by Condition 2.3, \( \Phi(l, u) = \bot \) for all \( u \in V_C \). Thus, for any \( T \in TS(C) \), \( W_T(l, u) = \bot \) for all \( u \in V_C \), as required.

Otherwise, let \( w = \Phi(l, \text{final}(C)) \in V_C \). \( C' \) is the subcomputation of \( C \) induced by \( \{ u \in V_C : \Phi(l, u) \neq \bot \} \), and \( C'' \) is the subcomputation of \( C \) induced by \( \{ u \in V_C : \Phi(l, u) = \bot \} \). That is, \( C' \) consists of nodes that do not observe \( w \) and \( C'' \) consists of nodes that observe \( w \).

Since \( w \notin V_{C'}, \) we have \( |V_{C'}| < k \), so by the inductive hypothesis, a topological sort \( T' \in TS(C') \) exists such that \( \Phi(l, u) = W_{T'}(l, u) \) for all \( u \in V_{C'} \). Let \( T'' \) be any topological sort of \( C'' \) that begins with \( w \); such a topological sort exists because \( v \not\in w \) for all \( v \in V_{C''} \). Since \( w \) is the only node of \( C'' \) that writes to \( l \), \( W_{T''}(l, v) = w \) holds for all \( v \in V_{C''} \). Thus, \( T \) is a legitimate topological sort of \( C \), hence the claim is proven, since \( W_T(l, u) = \Phi(l, u) \) by construction of \( T \).
To prove that \( T \in TS(C) \), we only need to show that \( v \not\prec u \) for all \( u \in V^{\text{in}}_C \) and \( v \in V^{\text{out}}_C \). This property holds, because otherwise \( v \prec u \prec \text{final}(C) \), and by the NN-dag consistency property, \( \Phi'(l, u) = \Phi'(l, v) = w \) must hold since \( \Phi'(l, \text{final}(C)) = \Phi'(l, v) = w \). But this conclusion contradicts the assumption that \( u \in V^{\text{in}}_C \).

7 Discussion

This paper presents a computation-centric formal framework for defining and understanding memory models. The idea that the partial order induced by a program should be the basis for defining memory semantics, as opposed to the sequential order of instructions within one processor, already appears in the work by Gao and Sarkar on their version of location consistency [GS95]. Motivated by the experience with dag consistency [BFJ+96b, BFJ+96a, Joe96], we completely abstract away from a program, and assume the partial order (the “computation”) as our starting point. Post mortem analysis has been used by [GK94] to verify (after the fact) that a given execution is sequentially consistent.

The need for formal frameworks for memory models has been felt by other researchers. Gibbons, Merrit, and Ghchorloo [GMG91] use the I/O automata model of Lynch and Tuttle [LT87] to give a formal specification of release consistency [GLL+90]. Later work [GM92] extends the framework to nonblocking memories. The main concern of these papers is to expose the architectural assumptions that are implicit in previous literature on relaxed memory models. In the present paper, rather than focusing on the correctness of specific implementations of a memory model, we are more interested in the formal properties of models, such as constructibility.

A different formal approach has been taken by the proponents of the \( \lambda_s \) calculus [AMNS96], which is an extension of the \( \lambda \) calculus with synchronization and side-effects. The \( \lambda_s \) calculus gives a unified semantics of language and memory which is based on a set of rewriting rules. Preliminary \( \lambda_s \) descriptions of sequential consistency [Lam79] and location consistency (in the sense of Definition 18) exist [Arv98].

Finally, many papers on memory models, starting with the seminal paper on sequential consistency [Lam79], have been written from an hardware viewpoint, without a strict formal framework. The reader is referred to [HP96] and [AG96] for good tutorials and further references on the subject. Ghchorloo [Gha95] also distinguishes system-centric models, which expose the programmer to the details of how a system may reorder operations, and programmer-centric models, which require the programmer to provide program-level information about the intended behavior of shared-memory operations but then allow the programmer to reason as if the memory were sequentially consistent. Both types of models, however, are processor-centric by our definition, since programs are still assumed to be sequential pieces of code running concurrently on several processors.

Historically, the abstract theory described in this paper arose from concrete problems in the context of research on dag consistency, a memory model for the Cilk multithreaded language for parallel computing [BJK+95, Blu95, Joe96]. Dag consistency was developed to capture formally the minimal guarantees that users of Cilk expected from the memory. It was formulated to forbid particular behaviors considered undesirable when programming in Cilk. This point of view can be thought of as looking for the weakest “reasonable” memory model. (See [Fri98] for a full discussion of this theme.) Dag consistency was also attractive because it is maintained by the BACKER algorithm used by Cilk, which has provably good performance [BFJ+96a].

Variants of dag consistency were developed to forbid “anomalies”, or undesirable memory behaviors, as they were discovered. The papers [BFJ+96b] and [BFJ+96a] give two different definitions of dag consistency, which we call WW and WN. We were surprised to discover that WN is not constructible, and we tried both to find a “better” definition of dag consistency, and to capture the exact semantics of BACKER. Both problems have been solved. This paper presents a more or less complete picture of the various dag-consistent models and their mutual relationships. In another paper, Luchango [Luc97] proves that BACKER supports location consistency. Consequently, the algorithmic analysis of [BFJ+96a] and the experimental results from [BFJ+96b] apply to location consistency with no change.

There are many possible directions in which this research can be extended. One obvious open problem is finding a simple characterization of NW and WN*. It would also be useful to investigate whether any algorithm can be found that is more efficient than BACKER that implements a weaker memory model than LC. Another direction is to formulate other consistency models in the computation-centric framework. Some models, such as release consistency [GLL+90], require computations to be augmented with locks, and how to do this is a matter of active research. Finally, as mentioned previously, it is important to develop an integrated theory of memory and language semantics.
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